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Sppose we hve  msic seqence of notes of ength L then we find the pirwise

retive distnce between the ith nd jth eements of the seqence nd obtin  mtrix

of shpe L ∗ L. Now we cn imit the retive distnce between two eements sch tht

the distnces re within mngebe rnge. We cip the ves of this mtrix to the

rnge [-max_relative_distance, max_relative_distance]  where

max_relative_distance  cn be thoght of s the rnge or window ti which n

eement in the seqence cn see. Since embedding indices of the mtrix shod be

non-negtive we shift the cipped distnces by dding max relative distance .

Or shifted mtrix wi be of shpe L ∗ L then if we wnt we cn expnd this mtrix to

hve H nmber of heds sch tht the new shpe of the mtrix cn be H ∗ L ∗ L.

Next we initiize  ernbe mtrix E with [2*max_relative_distance+1, D]  where

D is the embedding dimension. This mtrix mps the retive distnces to their

corresponding embedding vectors. The retive position embedding mtrix R is

constrcted by indexing E into the initiized mtrix bsed on the retive distnces in

the shifted mtrix. The shpe of this mtrix comes ot to be L ∗ L ∗D. We se the

shifted mtrix E s  ook p tbe retrieve the retive distnce k from the pir (i, j) to

index nd retrieve the embedding E[k, :]. This gives s or retive position

embedding mtrix R.

For ech hed we hve the R mtrix which we mtipy with Q to obtin Srel. The

overhed is tht this tot compttion tkes O(L2.D) spce compexity nd hence

restricting its se for onger seqences.
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The min probem in compting Srel comes from expicity ccting the retive

distnces for  pirs of i nd j in the seqence. This invoves indexing into the

embedding mtrix E for every pir (i, j). Insted in the pper they impement n

interesting trick by initiized the embedding mtrix E with the embedding dimension D

 which rests in  mtrix  ssme M of shpe L ∗D nd insted of gthering the

retive informtion for every i nd j s in the previos method they directy mtipy

M with Q to obtin n L ∗ L mtrix. The trick is tht they don't ccte the retive

position for ech i nd j insted we do it for i nd  retive offsetr nd then sing the

skew procedre in the pper we mp r to j. This rests in the redced compexity de

to the shpes of the mtrices.
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The gorithmic pproch to obtin the eqivent mtrix Srel is to first pd the the

msked mtrix M with  bffer so tht no ves re ct ot or f off the mtrix

resting in preserving the retive ignment. We reshpe the mtrix nd mp the

indices sing the form jk = r− (L− 1) + iq from  bsote-retive indexing to

bsote-bsote indexing. We then tke the st L rows of the mtrix to form the

mtrix Srel of shpe L ∗ L.
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